
 

NAMIBIA UNIVERSITY
OF SCIENCE AND TECHNOLOGY

FACULTY OF HEALTH ANDAPPLIED SCIENCES

DEPARTMENT OF MATHEMATICS ANDSTATISTICS

 

QUALIFICATION: Bachelorof science in Applied Mathematics and Statistics
 

QUALIFICATION CODE: 07BAMS LEVEL: 6
 

COURSE CODE: PBT 6025S COURSE NAME: PROBABILITY THEORY 2

 

SESSION: JANUARY 2019 PAPER: THEORY
  DURATION: 3 HOURS  MARKS: 100
 

 

SECOND OPPORTUNITY EXAMINATION QUESTION PAPER
 

EXAMINER Dr. D. NTIRAMPEBA

 

MODERATOR:  Dr. D. B. GEMECHU
 

 

INSTRUCTIONS
 

 
1. Answer ALL the questions in the booklet provided.

2. Show clearly all the steps used in the calculations.

3. All written work must be donein blue or black ink and sketches must

be donein pencil.
 

PERMISSIBLE MATERIALS

1. Non-programmable calculator without a cover.

ATTACHMENTS

THIS QUESTION PAPER CONSISTS OF 2 PAGES(Excludingthis front page)

 



Question 1 [25 marks]

1.1 Briefly explain the following terminologies as they are applied to probability theory.

(a) Boolean algebra 5(S) [3]
(b) o algebra [3]
(c) Measure on a 6(S) algebra [3]
(d) Convolution of two integrable real-valued functions f and g [3]

1.2 Let S = {1,2,3}. Find:

(a) P(S) [2]
(b) size of P(S) [2]

1.3 Show that if m is a measure on 6(S) and c > 0, then cm is a measure,
where (cm)(A) = c.m(A) [4]

1.4 Let X and Y denote the lengthsof life, in years, of two components in an electronic system.

If the joint density function of these variables is

—(x+y)_ e ee 0,y > 0,f(t,y) = { 0 , otherwise,

then find the median value of Y. (6]

Question 2 [25 marks]

2.1 An insurance companyoffers its policyholders a numberof different premium payment op-

tions. For a randomly selected policyholder, let X be the number of months between succes-

sive payments. The cumulative distribution function of X is

0 ,ifa<l,

04 ,ifl<2<8,
F(z)=% 06 ,if3<2<65,

08 ,if5<2<7,
1.0 ,ifa>7.

(a) Use F(x) to compute P(4 < X < 7). [2]
(b) What is the probability mass function of X? [5]
(b) What is the expected value of X? [3]

2.2 The joint probability density function of the random variables X, Y, and Z is

aye 0 <2<10<y<10<2z<3
— 9 ? ? ) )

Fey2) { 0 , otherwise.

Find the:

(a) joint marginal density function of Y and Z; [3]
(b) marginal density of Y; [3]
(c) P(1/4< X <1/2,Y >1/3,1< Z < 2). [3]



2.3 Given a randomvariable X, with standard deviation ox, and a randomvariable Y = a+bX,

show that if b < 0, the correlation coefficient pyy = —1, and if b> 0, pxy = 1. [6]

Question 3 [20 marks]

3.1 Let X be a randomwith a probability density function f(x) and a moment-generating func-

tion denoted by mx(t). Show that mx(t) packages all moments about the origin in a single
coexpression. That is, mx(t) = >>.) pe. [5]

3.2 (a) Show that the characteristic function of a binomial variable X is ¢x(t) = E(e#*) =

(ep + (1 — p))”. [5]
(b) Use this characteristic function to find the mean and variance of X. [5]

3.3 Show that the moment-generating function of random variable X, which takes value -1 and

1 with probability 4, is 4. [5] 

Question 4 [30 marks]

4.1 Let X be a Poisson random variable with parameter \. Derive the characteristic function of

X and use it to find the mean of X. [8]

4.2 Let Y be continuous random variable with a probability density function f(y) > 0. Also,let

U =h(Y). Then show that
dh“!

du ’
 fu(u) = fy(A“"(u))

[7]

4.3 The randomvariables X and Y,representing the weights of creams andtoffees, respectively,

in 1 kilogram boxes of chocolates containing a mixture of creams, toffees, and cordials, have
the joint density function

_ Mary O<r<10<y<l1,et+y<l

f(t, y) = { 0 ,elsewhere

Find the joint probability density function of Z; = X and Z2=X+Y. [10}

4.4 Let X and Y be independent Poisson random variables with parameters A; and Az. Use
the convolution formula to show that X + Y is a Poisson random variable with parameter
Ar + Av. [5]
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